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Abstract

When a temporally fluctuating background is rapidly modulated (e.g. 30 Hz), the threshold variation of a
superimposed flash (the probe) is approximately sinusoidal and in phase with the stimulus. But, with low rates of
sinusoidal modulation (e.g. 1 Hz), the threshold variation is distinctly nonsinusoidal in shape. The bases of these
aspects of the data, as well as an unmodulated, dc, threshold elevation, are poorly understood. Here 30-Hz and 1-Hz
conditions are simulated using a new model of light adaptation (Wilson, 1997). By assuming that the OFF pathway
is twice as sensitive as the ON pathway, the model correctly captured the key aspects of both conditions. The results
suggest that the 1-Hz data are mediated by a mixture of ON and OFF pathways while the 30-Hz data are largely
mediated by the OFF pathway. The probe thresholds on the 30-Hz background appear approximately sinusoidal and
approximately in phase with the background stimulus. A number of factors contribute to this deceptively simple
observation.
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Introduction

Various retinal and cortical mechanisms allow the human visual
system to adjust to a wide range of ambient light levels. The
processes involved in this adjustment, or adaptation, to ambient
lights have been extensively studied both physiologically and psy-
chophysically. [See reviews by Hood & Finkelstein (1986) and
Shapley & Enroth-Cugell (1984)]. Because of the fundamental role
played by light adaptation in other visual functions, various at-
tempts have been made to model the processes involved. A viable
model would not merely help in our understanding of light adap-
tation itself but would provide a possible lower level module for
models of higher level processing. Attempts to model adaptation,
however, have failed to provide an adequate description of a broad
range of behavioral data (see reviews in Graham & Hood, 1992b;
Hood et al., 1997; Hood, 1998; Makous, 1997). Here we examine
the ability of a recently proposed model (Wilson, 1997) to predict
the data from a paradigm (the probed-sinewave) that has proven
particularly difficult for models of light adaptation (Hood et al.,
1997).

The probed-sinewave paradigm

Studies of light adaptation have, in general, employed either ape-
riodic (e.g. brief flashes) or periodic (usually sinusoidal) stimuli.
Graham and Hood (1992b) argued that models originally devel-
oped to predict the results from one set of stimuli failed to predict
results from the other but that the models from the two traditions
could be merged to predict phenomena from both. Subsequently,
merged models were developed that had some success in predict-
ing data from a range of periodic and aperiodic paradigms (Graham
& Hood, 1992b; von Wiegand et al., 1995). More recently, Hood
et al. (1997) showed that these merged models couldnot predict
the data from a paradigm (“the probed-sinewave”) that combined
both aperiodic and periodic stimuli.

In this paradigm, the threshold for a brief flash (the probe) is
measured at various phases of a larger background that is sinusoi-
dally varied in time (Fig. 2A). This paradigm offers a way to
describe the temporal properties of the adaptation process. To our
knowledge, the first study to employ a similar paradigm was Boyn-
ton et al. (1961). They measured the threshold for a 3-ms, 1-deg
probe presented upon a 2-deg background that was squarewave
modulated. (Given that the visual system does not pass high fre-
quencies very well, the results should be essentially identical for a
sinusoidally modulated background.) Fig. 1 (from Boynton et al.,
1961) shows the variation in probe threshold on the 30-Hz back-
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ground. (In Fig. 1, the lower trace shows the time course of the
background.) One of the surprising findings of the Boynton et al.
study was that variations in threshold tracked the 30-Hz flickering
background. In particular, the variation in probe threshold was
roughly sinusoidal in shape and roughly in phase with the back-
ground. There appeared to be a very fast adjustment of sensitivity.
Subsequent work employing sinusoidal modulated backgrounds
confirmed the Boynton et al. finding (Wu et al., 1997). On the
other hand, the threshold variations with low rates of modulation
are not as simply described (e.g. Shickman, 1970; Maruyama &
Takahashi, 1977; Hood et al., 1997; see also abstracts by Powers &
Robson, 1987; Chase et al., 1993; Bone & Chen, 1995; Sun et al.,
1995). Although these studies differ in detail, a general pattern
emerges. Fig. 2B from Hood et al. (1997) shows typical results
from two subjects for a relatively low rate (1 Hz) of modulation.
Instead of a smooth sinusoidal variation in threshold in phase with

the background modulations, the threshold variation is distinctly
nonsinusoidal in shape. In the case of the data in Fig. 2B, the
minimum (at about 270 deg) and maximum (at about 0 deg) are
270 deg apart, rather than 180 deg as expected of a sinewave.
Further, there is a hint of an inflection near 135 deg. Some studies
report a secondary peak in this region between the maximum and
minimum and this peak can be quite large for the intermediate
frequencies (e.g. see the 10-Hz condition in both Shickman, 1970
and Maruyama & Takahashi, 1977).

Here we compare predictions derived from Wilson’s model to
the 30-Hz data in Fig. 1 and the 1-Hz data in Fig. 2. For now, we
avoid the intermediate background frequencies where there is a
poorer agreement among existing studies (cf. Hood et al., 1997;
Shickman, 1970; Maruyama & Takahashi, 1977) than there is for
the low- and high-frequency conditions (cf. Boynton et al., 1961;
Shickman, 1970; Maruyama & Takahashi, 1977; Wu et al., 1997).
We show below that with appropriate assumptions the model pro-
posed by Wilson provides an adequate description of the data in
Figs. 1 and 2.

Wilson’s model

The model proposed by Wilson (1997) is an ambitious attempt to
predict a variety of results from monkey retinal physiological and
human psychophysical experiments. The model will be considered
in more detail in the Methods and Discussion. There are two basic
reasons for considering this model. First, it successfully predicts a
variety of psychophysical data including the paradigms identified
by Graham and Hood (1992b) as representing basic phenomena
from the two traditions (aperiodic and periodic). Second, the model
differs from the models Hood et al. (1997) showed failed to ade-
quately predict the probed-sinewave data. Although some of the
basic mechanisms controlling sensitivity in the model can be found
in one or more of the merged models previously considered (Graham
& Hood, 1992b; Hood et al., 1997), the particular form (e.g. the
heavy use of feedback) and the order and character of these mech-
anisms differ. Further, the model specifically includes ON and
OFF pathways. In fact, there are four classes of ganglion cell in the

Fig. 1. Increment thresholds for a 3-ms, 1-deg probe presented upon a
2-deg background that was squarewave modulated at 30 Hz. (Modified
from Fig. 2 in Boynton et al., 1961).

Fig. 2. A: Probed-sinewave paradigm. A brief, probe light is presented at one of a number of phases of the temporally modulated
background. B: Increment thresholds for a 10-ms, 1-deg probe presented upon an 18-deg background that was sinusoidally modulated
at 1 Hz (Modified from Figs. 1 and 3 in Hood et al., 1997).
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model; there are ON and OFF types of both the M- and P-ganglion
cells. As we will be generating predictions to relatively large,
achromatic stimuli, we will use only the M-pathways. The models
previously tested with probe-sinewave data were single-channel
models. Hood et al. suggested that adding separate M and P or ON
and OFF channels may help. We will see that the presence of ON
and OFF channels in Wilson’s model is fundamental to its ability
to predict probed-sinewave data in Fig. 1.

Methods

Wilson’s model—General description

The model contains a “retinal module” which produces outputs for
both M- and P-ganglion cells. To generate predictions for behav-
ioral data, these retinal outputs are passed through a lowpass filter
to simulate postretinal (cortical) filtering (Lee et al., 1990). We
will refer to a class of ganglion cells (e.g. ON M cells) followed by
the cortical filter as a pathway (e.g. MON pathway). The model
may have shortcomings as a model of the retinaper se(see Dis-
cussion here, and Hood, 1998), but here we are concerned only
with the model’s ability to predict behavioral data. In particular, we
assess whether detection by the M-pathways in the model can
predict data from the probed-sinewave paradigm.

Fig. 3 is a schematic of the model presented in a form to make
it easier to compare to earlier models reviewed by Graham and
Hood (1992b) and Hood et al. (1997). The main components of the
MON-pathway are shown with some details omitted. In particular,
the filtering due to the optics, a nonlinearity due to pigment bleach-
ing, and spatial pooling of various signals are not included. The
squares are lowpass filters which have one stage unless noted (e.g.
n 5 3 signifies three stages) and have a time constant of 5 ms
unless noted. The dashed boxes surround three stages of nonlinear
mechanisms. Stage one, identified by Wilson as the cone’s output
(C) after horizontal cell feedback (H), is a feedback subtractive
process. The gaing of the feedback H, as well of its time course
(tH0g), is controlled by a second feedback signal (P) that comes
from stage 2. The time constanttP of this feedback signal (P) is
long, 3 s, and thus for our purposes the value ofg is essentially set
by the time average luminance of the input. This element in the

model is conceptually similar, although not mathematically iden-
tical, to the feedback module in the Sperling and Sondhi (1968)
model.

The second nonlinear stage (2) of the model is a multiplicative
(called divisive by Wilson) feedback stage in which the input is
divided by a feedback signal. The input to stage 2 is the difference
between the signal C and the signal H. The feedback signal, iden-
tified as an amacrine cell output A, is formed by passing the output
of this stage, BON, through a lowpass filter with a time constanttA

of 80 ms. This multiplicative feedback stage is similar in some
ways to the multiplicative (usually feedforward) stages used in the
so-called MUSNL models reviewed by Graham and Hood (1992b).
Together with stage 1, it produces the “frequency dependent gain
control mechanisms” that Graham and Hood (1992b) identified as
one of the four key components of computational models capable
of predicting data from both periodic and aperiodic psychophysical
paradigms. The same signal A that controls the multiplicative
changes in this stage drives the signal P that affects the gain and
time constant of the horizontal feedback (H) of stage 1.

The output of stage 3 in Fig. 3 is identified by Wilson as the
response of the ON-center M-ganglion cell (MON ganglion cell).
The input to stage 3 is the difference between BON and BOFF,
where BON is the signal from the stage 2 shown in Fig. 3 and
identified as the ON-center M-bipolar and BOFF is the nearly equal
(factor of 0.9) inhibitory input from the stage 2 identified as the
OFF-center M-bipolar cell. This push–pull input is truncated at
zero and passed through a compressive, static nonlinearity (SNL).
Together these two nonlinear operations are identified as SNL2 in
Fig. 2. The push–pull mechanism has been employed in models of
ganglion cell function (e.g. Gaudiano, 1994). There are also sim-
ilarities here to the earlier MUSNL models reviewed by Graham
and Hood (1992b). First, the compressive nonlinearity in SNL2 is
identical in form to the SNL in these models. Further, the SNL in
the earlier models was preceded by a subtractive stage that re-
moved nearly all the steady-state response to a background. Since
the steady-state responses of the BON and BOFF are nearly equal,
the push–pull mechanism removes about 90% of the steady-state
response as originally suggested by Geisler (1981).

After a final four-stage lowpass filter, identified as being cor-
tical by Wilson, the output of the MON pathway is produced.

Fig. 3. A schematic of the MON-pathway in Wilson’s model. See text and Wilson (1997) for details.

Threshold fluctuations on temporally modulated backgrounds 959



The model-specific parameters

By design, Wilson limited the scope of the model to achromatic
stimuli presented to the central 1 deg of the fovea. Although the
model accepts one-dimensional spatial patterns such as grating or
bars, the simulations here assume that the stimuli cover the central
1 deg of the retina and only the temporal computability of the
model is used. The version of the model used here is the same as
that described by Wilson (1997). That is, all the parameters were
set as described in that paper including the lowpass filter to sim-
ulate subsequent cortical filtering following the M-ganglion cell
output. All simulations were done as if the probe and background
field filled the whole field. For the relatively large stimuli used
here, it is commonly assumed that the M-pathways are more sen-
sitive than the P-pathways [see reviews by Lennie (1993) and
Merigan & Maunsell (1993)]. We too make this assumption and
show only the predictions for the ON and OFF M-pathways. How-
ever, our preliminary results suggest that theDI curves predicted
for only the P-pathways of the model would have similar proper-
ties to those of the M-pathway.

The decision rule

A constant-response (peak-to-trough detection) rule was employed
for the threshold decision. (See discussion of decision rules in
Graham & Hood, 1992a.) In particular, the incremental response to
the probe,DR, is defined as the response to the background plus
probe minus the response to the background alone. The amplitude
of DR is measured from the peak of the response to the trough of
the response. And, the thresholdDI is the value of the probe
intensity for whichDR equals a constant criterion responsed. The
criterion value forDR was set equal to 1.0 (Wilson, 1997).

Predictions

Predicted thresholds for the probed-sinewave paradigm were gen-
erated using MATLAB by Math Works. [Code for the model was
supplied by Hugh Wilson and modified to be compatible with
programs previously employed to simulate the probed-sinewave
experiment (Hood et al., 1997).] For Fig. 4, the simulations of the
Hood et al. 1-Hz condition (Fig. 2B), the mean luminance was set
to 250 td, the sinewave modulation had a contrast of 57%, and the
probe’s duration was 10 ms. For Fig. 5, the simulations of the
Boynton et al. conditions (Fig. 1), the mean luminance was set to
250 td, the squarewave modulation had a contrast of 100%, and the
probe’s duration was 3 ms.

Results

The model’s predictions

Fig. 4 shows the model’s predictions for the 1-Hz condition
(Fig. 2B) employed by Hood et al. (1997). The lowest trace in
Fig. 4A is the background stimulus, a 1-Hz sinewave modulation.
The solid curve immediately above it is the response of the MON-
pathway to this stimulus. During the positive phase of the stimulus,
this MON response is a distorted version of the stimulus waveform.
And, during the negative portion of the stimulus it is maximally
inhibited; due to the push–pull input the response is “clamped” at
zero. Note also that the response leads the stimulus. That is, the
peak of the response is occurring near 0 deg while the stimulus
peaks at 90 deg. The response of the MOFF-pathway (lower dashed

curve) is approximately a mirror image of the response of the
MON-pathway shifted by 180 deg. The data points above both
responses show the threshold valueDI of the probe needed to meet
the detection criterion (see Methods). When the MON- or MOFF-
pathway is inhibited, the values ofDI for that pathway are very
high and when the pathway is responding, the values ofDI are
relatively low. (Panels B and C will be described below.)

Similarly, Fig. 5A shows the model’s predictions for the 30-Hz
condition employed by Boynton et al. (1961). The lowest trace is
the 30-Hz squarewave modulation of the background. The solid
curve immediately above it is the response of the MON-pathway to
this stimulus. The response is nearly sinusoidal with a phase lag of
about 50 deg. We will see below that the phase is actually lagged
by 410 deg, more than one cycle. The response of the MOFF-
pathway (lower of the dashed curves) is of the same shape but
180 deg out of phase compared to the response of the MON-
pathway. The data points above these responses are the probe
threshold valuesDI as described for Fig. 4. TheseDI curves are
roughly sinusoidal in shape, but more peaked and 180 deg out-of-
phase relative to the responses of the pathways. As with 1 Hz,
when the MON- and MOFF-pathways are inhibited, the values ofDI
are relatively high and when these pathways are responding, the
values ofDI are relatively low.

A comparison to the psychophysical data

To compare the model’s predictions to the probed-sinewave data,
we assume that the most sensitive pathway controls detection.
Panels B in Figs. 4 and 5 show theDI curves from panel A ex-
pressed relative to the threshold on a steady background equal in
luminance to the mean of the modulated background. The symbols
are enlarged when they representDI values for the most sensitive
pathway and hence the observer. (Where the values were very
close both are shown enlarged.) The resultingDI curves (shown as
bold) for the observer are partially mediated by MON- and partially
mediated by MOFF-pathways.

The predictions for the 1-Hz condition (Fig. 4B) bear some
resemblance to the behavioral data in Fig. 2B. However, the pre-
dictions for the 30-Hz condition (Fig. 5B) do not resemble the
behavioral data in Fig. 1. The Boynton et al. data in Fig. 1 peak at
about 90 deg while the predictions in Fig. 5B peak at 180 deg, and,
the data approximate a sinusoid while the predictions show two
peaks per cycle.

A simple assumption, however, brings the predictions for both
conditions much closer to the data. If we assume that the MON-
pathway is two times less sensitive than the MOFF, then the pre-
dictions shown in panel C of Figs. 4 and 5 result. (As in panel B,
the small symbols show theDI values for the MON- and MOFF-
pathways, and the large symbols connected by the bold lines show
theDI values for the most sensitive pathway.) In this case, the MON

values are multiplied by a factor of 2. Although this assumption
was addedpost hoc, there is a justification in the literature which
will be considered in the Discussion. This adjustment has a qual-
itatively different effect for the two conditions. For the 1-Hz con-
dition, portions of theDI curve are still attributed to detection by
the MON-pathway but thresholds are higher. In the case of 30 Hz,
detection is essentially entirely mediated by the MOFF-pathway.
These new predictions bear some striking similarities to aspects of
the probed-sinewave data. For the 1-Hz condition, the predicted
curves capture the general shape as well as the phases of the peak
and trough of the data in Fig. 2B. For the 30-Hz condition, both
data (Fig. 1) and predictions are roughly sinusoidal in shape with
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a peak at 90 deg. Further, there is an unmodulated, or dc shift,
apparent in the predictions as there is in the data of Boynton et al.
(see their Fig. 5).

Simulations for a range of frequencies

For both the ON and OFF pathways, the predictedDI curves for
the 1-Hz condition lead the stimulus and are distinctly nonsinus-
oidal while theDI curves for the 30-Hz condition nearly follow the
stimulus in phase and shape. These two sets of predictions were
run with different stimulus parameters in order to make compari-
sons to existing data (see Methods). To obtain a deeper under-
standing of the change with background frequency, simulations
were run for a range of frequencies under the stimulus parameters
employed for the 1-Hz condition (a mean luminance of 250 cd0m2

and a contrast of 57%). [The reader uninterested in this level of
detail can precede to the Discussion.]

The curves in Fig. 6A are the responses of the MON-pathway to
the background alone for a range of frequencies from 1 to 42 Hz.
The responses to the higher frequencies have been scaled as indi-
cated on the graph. The stimulus (not shown) has a phase of 0 deg
(stimulus peak at 90 deg). The phase of the peak of these MON-
pathway responses is shown as a function of frequency as the solid
curve in Figs. 8A and 8B. Notice that the response peak occurs at
210.8 deg for the 1-Hz background and at 575 deg for the 42-Hz
background (also see the “Xs” in Fig. 6A). Thus, since the stimulus
peaks at 90 deg, the phase of the peak response goes from leading
the background stimulus by 100.8 deg at 1 Hz to lagging it by
485 deg at 42 Hz.

Fig. 7 shows theDI curves for the MON-pathway. (The scale for
panel B is expanded by a factor of 10 and the results for 24 Hz are
presented in both panels.) The maximum of theDI curves shifts
from 180 deg to 270 deg and then back to 180 deg as the frequency
of the background is increased (see arrows with numbers in Fig. 7).

Fig. 4. Simulations of the Hood et al. (1997) 1-Hz condition (Fig. 2). A: The solid and dash curves labeled “MON” and “MOFF” are the
responses of the MON- and MOFF-pathways to the 1-Hz background shown as the bold curve labeled “1 Hz background”. The data points
show theDI curves for the MON-pathway (open symbols) and MOFF-pathway (filled symbols). B: TheDI curves for both pathways
(open symbols: MON-pathway; filled symbols: MOFF-pathway) are each plotted relative to the pathway’s threshold on a steady
background (0 Hz) of the same mean luminance as the modulated background. The large symbols indicate the most sensitive pathway
at each phase. Where the thresholds of the two pathways are close, they are both shown. C: The same as in panel B with the added
assumption that the MON-pathway is two times less sensitive than the MOFF-pathway.
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Fig. 8B shows the phases of the maxima of theseDI curves as the
open symbols. The results of a similar analysis for the MOFF-
pathway are shown as the filled symbols in Fig. 8B.

To understand the relationship between the maxima of theDI
curves and the excitatory and inhibitory phases of the responses to
the background, the delay of the response to the probe must be
taken into consideration. As an example, consider the probes pre-
sented at 0 deg for 1 Hz and 42 Hz. The incremental responses to
these probes are shown in Fig. 6B (as solid curves) superimposed
on the background responses to 1 and 42 Hz (as dashed curves,
repeated from panel A). These probe responses were vertically
scaled so as to be easily visible. Notice how brief the probe re-
sponse appears on the 1-Hz background and how prolonged and
delayed it appears on the 42-Hz background. The peak of the
response to the probe is occurring with a lag of 15 deg on the 1-Hz
background and a lag of 635 deg on the 42-Hz background. These
two probe responses are shown plotted against time rather than
phase in Fig. 6C. Notice now the responses have about the same
shape and about the same time to peak. The peaks occur approx-
imately at 42 ms following the probe onset. To a first approxima-

tion, the peak response to the probe has a constant latency of about
42 ms independent of the background frequency. [This constancy
probably reflects the fact that the probe always has the same fre-
quency composition.] The dotted curve in Fig. 8A shows the delay
of the probe, assuming a 42-ms delay, in terms of phase of the
background. As the frequency of the background is made higher,
the response to the background is delayed in terms of phase (solid
curve in Fig. 8A), but so is the phase at which the response to the
probe occurs (dotted curve in Fig. 8A). These delays are not iden-
tical. (If the model acted like constant delay filter of 42 ms, then
these would be the same.) The difference between these curves gives
the phase shifts of the peak probe response relative to the peak
background response and is shown as the dashed curve in Fig. 8A.

This curve of phase shifts supplies a good fit to the phase of the
maximum of theDI curve for the MOFF-pathway as shown by the
dashed curve through the filled symbols in Fig. 8B. The success of
this fit indicates that the maximum of theDI curves for the MOFF-
pathway occurs 180 deg out of phase with the peak of the excit-
atory phase of the MOFF-pathway, presumably because it is occurring
at the peak of the inhibitory phase. Shifting this curve by 180 deg

Fig. 5. Simulations of the Boynton et al. (1961) 30-Hz conditions (Fig. 1). A: The solid and dash curves labeled “MON” and “MOFF”
are the responses of the MON- and MOFF-pathways to the 30-Hz squarewave background shown as the bold curve labeled “30 Hz
background”. The data points show theDI curves for the MON-pathway (open symbols) and MOFF-pathway (filled symbols). B: As in
Fig. 4. C: As in Fig. 4.
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provides a reasonably good fit to the phases of the maximum of the
DI curves for the MON-pathway as shown by the solid curve through
the open symbols in Fig. 8B presumably for analogous reasons.

The success of these fits makes it easier to understand theDI
curves in Fig. 7 in terms of excitation and inhibition. The peak of
theDI curve for a single pathway, MON in Fig. 7, occurs when the
peak of the probe response falls at the maximally inhibited portion
of the response to the background. The excitatory portion of the
response to the background leads to relatively lowDI values. To
understand what is happening toDI during the excitatory portion,
consider the place in theDI curve that is 180 deg out of phase with
the peak of the inhibition. These points are marked with the as-
terisk in Fig. 7. For high frequencies, above 24 Hz, the asterisk
marks a local minimum, and theDI curve has only a single peak.
For low frequencies, below 12 Hz, the asterisk marks a local
maximum, and theDI curve has two peaks.

To obtain a better understanding of the mechanisms contribut-
ing to these frequency-dependent differences, the model was mod-
ified and simulations run for a low and high background frequency.
To examine the role of the push–pull mechanism, the push–pull
inhibitory input to the pathways was removed (the inhibition from
BOFF in Fig. 3). Simulations were run for backgrounds of 1 and
32 Hz under the same conditions as Figs. 4 and 7 (a mean lumi-

nance of 250 cd0m2 and a contrast of 57%). AllDI values were
expressed relative to the threshold of the probe on a steady field of
the same mean luminance. Fig. 9 shows theDI for the MON-
pathway without push–pull inhibition (filled circles) along with the
DI values for this pathway with push–pull inhibition (open circles,
from Fig. 7). Removing the push–pull mechanism eliminates the
peak in theDI curve associated with the inhibitory portion of
the response. This peak elevation in threshold is attributable to the
inhibitory input coupled with the nonlinearity (SNL2 in Fig. 3) that
does not let the input to the ganglion cell go below zero. Without
the inhibitory input, the phase that was once associated with the
peak of theDI curve is now near, in the case of 1 Hz, or at, in the
case of 32 Hz, the lowestDI value. Removing the push–pull mech-
anism also eliminates the large dc shift present in theDI curve for
32 Hz. The push–pull mechanism is not, however, the only factor
contributing to this shift. The cortical filter plays a role. To exam-
ine this role, the stimulations were repeated for the model’s output
GON before the final filtering. The results are shown as the3
symbols in Fig. 9. There is little difference for the 1-Hz condition,
but the dc level is lower for the 30-Hz condition.

These simulations suggest that the shape of theDI curve for
higher frequencies in Fig. 7 is being largely determined by the
inhibitory push–pull mechanism, and thus there is a local mini-

Fig. 6. A: The curves are the response of the MON-pathway to a range of background frequencies. As in Figs. 2 and 4, the mean
luminance was 250 cd0m2 and the contrast was 57%. The responses to the higher frequencies were scaled by the amounts shown so
that they could be seen. B: The dashed curves are the responses to the 1- and 42-Hz backgrounds from panel A. The solid curves show
the response to the probe (not to scale) presented at phase 0 deg. C: The probe responses shown in panel B (solid curves) are plotted
on a time axis.
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mum in theDI curve that appears 180 deg out-of-phase with the
local maximum caused by the peak of the inhibition. The push–
pull mechanism is very important at the lower background fre-
quencies as well, since it produces the largest peak in theDI curve
for a single pathway, but other mechanisms (e.g. the multiplicative
adaptation stage 3 and the static nonlinearity, SNL2, in Fig. 3) also
contribute by decreasing the response to the probe during the ex-
citatory phase of the background response, thereby elevatingDI
and producing a second peak in theDI curve for a single pathway.

Discussion

The simulations with Wilson’s model successfully predict some of
the fundamental aspects of the probed-sinewave data. For the 1-Hz
condition, the fact that the maximum and minimum of theDI

curves are 270 deg apart can be attributed to the contributions
of ON and OFF pathways to detection at different phases (see
Fig. 4C). According to the analysis here, for the 1-Hz background,
detection is mediated by the ON pathway at the maximum of the
DI curve (at about 0 deg) and by the OFF pathway at the lower
values of theDI curve (between about 90 and 270 deg).

The story differs for high frequencies, including the 30-Hz data
of Boynton et al. (1961). Here the OFF pathway is mediating
detection at all phases (see Fig. 5C). TheDI curve is at a maximum
at the trough of the background response of this pathway (during
peak inhibition) and at a minimum at the peak of the background
response (during peak excitation). Further,DI is approximately
180 deg out-of-phase with the response of the OFF pathway to the
background, but approximately in phase with the stimulus. The
actual relationship between the stimulus and theDI curves will
depend upon the relative phases of the responses to the probe and
the background. We should expect that, in general, the data for
high temporal frequencies would appear approximately sinusoidal
but that the data need not be exactly in phase with the stimulus (see
Fig. 8B). Recent measurements for high temporal frequencies show
that although the peak of theDI curve is in phase for a 30-Hz
background, it is out-of-phase for a 20-Hz background (Wu et al.,
1997).

Fig. 10 illustrates our explanation for the Boynton et al.’s re-
sults. The upper part of Fig. 10 shows the 30-Hz squarewave
background stimulus (dashed curve) and the response (solid curve)
of the MOFF-pathway to this background. According to the model’s
simulations, this response to the background is delayed by 395
deg—as indicated by the arrow marked “phase shift (back-
ground)”—and is approximately sinusoidal because of the lowpass
filtering of the model. The response is also inverted relative to the
stimulus because it is the response of an OFF pathway. The lower
two curves show the incremental response to a probe of constant
intensity presented at 90 deg (dotted) or 270 deg (solid). The
peak-to-trough response to the probe is considerably smaller at
90 deg than at 270 deg; therefore,DI is larger at 90 deg than at
270 deg. Since the responses to the probe and background are
shifted by about the same amount at 30 Hz, the response to a probe
presented at 90 deg falls during the peak of the push–pull inhibi-
tion resulting in a maximumDI. [The phase shift for the probe—
indicated by the arrow labeled “phase shift (probe)”—is actually
slightly longer, around 416 deg, than is the phase shift (395 deg)
of the background.] And the response to a probe presented at
270 deg falls during the period about 180 deg from the peak
inhibition resulting in a minimumDI. Thus for the 30-Hz condi-
tion, DI is approximately in phase with the stimulus because it is
180 deg out of phase with the response to the background which in
turn is approximately 180 deg out of phase with the stimulus.

Finally, the model successfully predicts the unmodulated, or
dc component, of the probe-sinewave data at 30 Hz. In partic-
ular, the mean probe threshold is elevated above its value on a
steady background and this elevation is greater for the higher
frequency (see Figs. 4C and 5C). We initially thought that the
fast multiplicative stage (stage 2 in Fig. 3) might contribute to
this dc shift since its time constant, 80 ms, is short relative to
the 1-Hz stimulus but long relative to higher background rates.
Our simulations (not shown) suggest that while this stage may
contribute some to the differences in dc level, it is a relatively
minor factor. The push–pull input to the ganglion cell appears to
be the main factor contributing to the dc or unmodulated thresh-
old elevation although the final filter in the model plays a role
at high modulation rates (see Fig. 9).

Fig. 7. A: DI curves for the MON-pathway. The maximum threshold is
indicated by the arrow and the point 180 deg away from the maximum by
the asterisk. B: As in panel B but theDI scale is 10 times that in panel A.
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ON versus OFF pathway sensitivity

To produce plausible predictions from the model, we had to as-
sume that the ON pathway was less sensitive than the OFF path-
way by a factor of two. This factor was not determined based upon
a best fit but it is clear that it cannot be much less than 2 (in fact,
not less than about 1.7) and still provide a good description of the
30-Hz data nor can it be much more than two and provide a good
description of the 1-Hz data. Although the assumed difference in

sensitivity was purelypost hoc, it is supported by two lines of
evidence. First, other psychophysical data have been offered in
support for separate ON and OFF pathways with different sensi-
tivities. A number of studies have found that thresholds for dec-
rements were lower than for increments by about 1.5 (e.g. Boynton
et al., 1964; Krauskopf, 1980). Further, thresholds for sawtooth
stimuli that have an abrupt onset (a rapid-on shown to favor MON)
can be as much as 1.5 higher than thresholds for sawtooth stimuli
with an abrupt offset (a rapid-off shown to favor MOFF), although

Fig. 8. A: The phase at which the maximum response to the background (solid curve) and probe (dotted curve) occurs is shown as a
function of the background frequency. The phase of the background’s response was measured from the curves in Fig. 6A. The phase
of the probe’s response was calculated by assuming that its peak occurred at 42 ms following its presentation. This assumption was
confirmed by measuring the time to peak of probe responses over a range of conditions. The bold dashed curve is the difference
between the solid and dotted curves. B: The phase at which the maximum of theDI curve occurs is shown as a function of the
background frequency for the MON-pathway (open symbols-see also arrows in Fig. 7) and MOFF-pathway (filled symbols). The bold
dashed curve is the curve marked “difference” in panel A and the bold solid curve is this curve shifted vertically by 180 deg.

Fig. 9. A: The open symbols are theDI curve for the MON-pathway from Fig. 7A for the 1-Hz background condition. The other two
curves are theDI curves derived from the model by removing the cortical filter (3 symbols) or the push–pull mechanism (filled
symbols). B: Same as in panel A for the 32-Hz background condition.
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the difference between rapid-on and -off thresholds diminishes at
higher temporal frequencies (Bowen et al., 1989, 1992; Kremers
et al., 1993). A second line of evidence for a greater sensitivity of
the OFF pathways was provided in a study of human visual evoked
potentials (VEP). Zemon et al. (1988) recorded VEPs to increments
or decrements in contrast, and argued based upon these recordings
that the cortical OFF pathways were two times more sensitive than
the cortical ON pathways. Thus, at this point we can cautiously
conclude only that our assumed difference in ON and OFF path-
way sensitivities is plausible and that it will need further testing.

Implications for computational models

There are general implications here for computational models that
seek to predict the probed-sinewave data. For example, consider-
ably less than Wilson’s full model is needed to predict the 30-Hz
results. The following conditions would be sufficient: (1) a single
pathway mediates detection; (2) this pathway follows a 30-Hz
squarewave or sinewave modulation with a phase lag that is ap-
proximately equal to the phase lag of the probe’s response; and (3)
this pathway has a mechanism to elevateDI during the inhibitory
phase of the response to the background if the pathway is an OFF
pathway or during the excitatory phase of the response if the path-
way is an ON pathway. It is more difficult to describe the sufficient
conditions a model must meet in order to predict the 1-Hz data. But,
a key aspect of Wilson’s model is the presence of two detecting
mechanisms (e.g. ON and OFF pathways).

Concluding remarks

Wilson’s model is one of the first to explicitly predict both the
retinal output (ganglion cell responses) and a range of behavioral

data. Some of the strengths and weakness of existing computa-
tional models of light adaptation, including this model, have been
reviewed recently (Makous, 1997; Hood, 1998). It is worth repeat-
ing here that there are primate ganglion cell data that the retinal
component of Wilson’s model should predict but does not. Our
simulations indicate, for example, that the predictions do not show
retinal contrast gain control as defined by Shapley and Victor
(1979). In particular, the function relating ganglion cell response to
the temporal frequency of the stimulus does not change with stim-
ulus contrast level for the predictions as it does for primate gan-
glion cells (e.g. Benardete et al., 1992). Further, too little is known
about primate retinal physiology to believe that the details of the
retinal circuitry in the model will be correct. In addition, there is at
least one mechanism included in the retinal component of Wilson’s
model that is probably cortical. In particular, the bulk of the evi-
dence argues for the push–pull mechanism being postretinal (see
review by Hood, 1998). This is interesting as our simulations
indicate that the push–pull mechanism is particularly important in
producing the results reported here. Without this mechanism, there
would be little dc elevation, the shape of the responses to 1 Hz
would be sinusoidal and theDI curves for 30 Hz would be shifted
by 180 deg (see Fig. 9). However, although aspects of Wilson’s
model may need modifying for other purposes such as predicting
retinal output, this is not critical here. For now, we make no as-
sumptions about where the mechanisms are located, but conclude
only that Wilson’s model successfully predicts a range of psycho-
physical data including previously unexplained aspects of probed-
sinewave data.

Although here we explicitly compared the model’s predictions
to the 1-Hz data from Hood et al. (1997) and the high-frequency
data from Boynton et al. (1961), there is general qualitative agree-
ment with the low- and high-frequency data from other published
studies (Shickman, 1970; Maruyama & Takahashi 1977; Wu et al.,
1997). We avoided predicting the data for intermediate (e.g. around
10 Hz) because there is poor agreement among existing studies
(cf. Shickman, 1970; Maruyama & Takahashi, 1977; Hood et al.,
1997). However, some of these data (e.g. Hood et al., 1997) do not
conform to the model’s predictions derived here. But, these are the
conditions where our simulations (see Fig. 4B) suggest the shape
of theDI curves could be most volatile due to a change from mixed
ON and OFF pathways to OFF pathways as well as the relative
location of the peaks in theDI and background responses. It re-
mains to be seen whether adjustments in the model will allow it to
predict the results from different laboratories. The challenge for
the near future will be to predict probed-sinewave data from the
same subjects with a range of background luminance, contrast, and
frequency conditions.
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